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## Введение диссертации (часть автореферата) На тему "Развитие системы методов статистического анализа временных рядов"

Актуальность темы исследования. Развитие общества требует значительного усиления роли знаний и информации, расширения статистических баз данных и информационного пространства. Принятие управленческих решений на всех уровнях во многом зависит от информации, методов и результатов ее анализа.

Особую важность в управлении различными социально-экономическими процессами в условиях кризиса экономики приобретает изучение временных рядов экономических показателей и их прогнозирование. Статистический анализ информации, представленной в виде временных рядов, является необходимой составной частью современных экономических исследований.

С целью получения адекватных результатов анализа экономических процессов важен учет временной структуры данных, то есть необходимо использовать специальную статистическую методологию, разработанную для анализа временных рядов и прогнозирования. Применить же все методы к одному временному ряду или к временным рядам одной сферы человеческой деятельности (например, финансовой) не представляется возможным ввиду их особенностей. Набор имеющихся методов широк, но ещё более велик перечень объектов статистического исследования, каждый из которых обладает своей спецификой. Некоторые из методов развиты достаточно хорошо и являются более или менее универсальными, другие — более специализированными, требуют дальнейшей разработки, уточнения и апробации в новых условиях с целью совершенствования статистического анализа.

Выбор темы диссертационного исследования обусловлен следующими причинами:

- во-первых, статистические исследования необходимо направить на изучение сущности наблюдаемых явлений и процессов, на выявление скрытых взаимосвязей, то есть на причинное понимание социально-экономических систем;

- во-вторых, необходимо развивать статистические методы анализа временных рядов в соответствии с новейшими положениями экономической теории и практики;

- в-третьих, требуется развитие статистических методик исследования новых свойств динамики: интегрированности, коинтеграции, переменной волатильности.

Степень разработанности проблемы. Исследованию временных рядов уделяется много внимания в отечественных и зарубежных работах. Основные отечественные труды по методологии анализа временных рядов принадлежат C.B. Арженовскому, В.Н. Афанасьеву, В.В. Витязеву, А.Г. Гранбергу, В.В. Глинскому, Т.А. Дубровой, И.И. Елисеевой, И.Б. Загайтову, М.С. Каяйкиной, Г.С. Кильдишеву, Н.Д. Кондратьеву, C.B. Курышевой, Ю.П. Лукашину, А.И. Маннеле, И.Н. Молчанову, H.A. Садовниковой, A.A. Френкелю, C.JI. Чернышеву, Е.М. Четыркину, Е.П. Чуракову, P.A. Шмойловой, М.М. Юзбашеву.

Среди зарубежных авторов, занимающихся методологией анализа временных рядов, могут быть выделены С. Армстронг (S. Armstrong), Дж. Бокс (G. Box), Д. Бриллинджер (D. Brillinger), Т. Боллерслев (T. Bollerslev), Дж. Гамильтон (J. Hamilton), Ф. Дайболд (F. Diebold), Дж. Дарбин (J. Durbin), Г. Дженкинс (G. Jenkins), Д. Дики (D. Dickey), Р. Калман (R. Kaiman), M. Кендалл (M. Kendall), JI. Килиан (L. Kilian), Д. Кохрейн (D. Cochrane), Р. Отнес (R. Otnes), Д. Поллок (D. Pollock), Д. Стоффер (D. Stoffer), А. Стьюарт (А. Stuart), А. Тейлор (А. Taylor), Р. Тсэй (R. Tsay), В. Фуллер (W. Fuller), M. Хатанака (M. Hatanaka), Д. Хейс (D. Heise), Э. Хеннан (Е. Hannan), К. Хольт (С. Holt), К. Четфилд (С. Chatfield), Р. Шумвэй (R. Shumway), В. Эндерс (W. Enders), Л. Эноксон (L. Enokson) и другие. Особо отмечают Р. Фриша (R. Frisch) и Я. Тинбергена (J. Tinbergen) в связи с тем, что в 1969 г. за разработку прикладных динамических моделей для анализа экономических процессов им была присуждена премия Шведского государственного банка по экономическим наукам памяти А. Нобеля. В 2003 г. данной премии были удостоены К. Грэнджер (С. Granger) — за методы анализа экономических временных рядов с общими трендами (коинтеграцией) и Р. Ингл (R. Engle) — за методы анализа экономических временных рядов с меняющейся волатильностью (модели авторегрессии с условной гетероскедастичностью).

Большое разнообразие существующих подходов, методов анализа, недостаточная осведомленность специалистов об особенностях использования тех или иных методов, сложности применяемого математического аппарата создают для аналитиков трудности или даже приводят к неверным выводам. В настоящее время отсутствуют специальные работы, отражающие сравнительную оценку методов анализа, описание деталей методов и современных статистических программных продуктов.

Важное научное и практическое значение совершенствования статистического анализа и прогнозирования временных рядов, актуализации системы методов их анализа в соответствии с современными научными разработками, определили выбор темы, цель и задачи исследования.

Цель и задачи исследования. Целью диссертационной работы является развитие системы методов статистического анализа временных рядов.

В соответствии с поставленной целью определены следующие задачи:

1) установить существующие предпосылки, применяемые в статистическом исследовании временных рядов;

-2) дополнить методологию анализа одномерного временного ряда методами, повышающими качество результатов при снижении трудоемкости анализа;

3) усовершенствовать методику исследования взаимосвязи временных рядов, построения многофакторных моделей;

4) апробировать исследование причинности для получения качественно высоких результатов анализа временных рядов;

5) выбрать критерии оптимального прогноза, дать сравнительную оценку полученным практическим результатам.

Область исследования. Работа выполнена в рамках Паспорта специальности 08.00.12 — Бухгалтерский учет, статистика (экономические науки) в соответствии с п. 3.3 «Методы обработки статистической информации: классификация и группировки, методы анализа социально-экономических явлений и процессов, статистического моделирования, исследования экономической конъюнктуры, деловой активности, выявления трендов и циклов, прогнозирования развития социально-экономических явлений и процессов».

Объектом исследования послужили теоретические и практические разработки в области формализованного статистического анализа экономических временных рядов. Специфические разделы, такие как экспертные методы, нейропрограммирование, прогнозирование климата и демографического развития, не рассматривались.

Предмет исследования — теоретические, методологические и методические аспекты применения статистических методов в анализе временных рядов.

Теоретической и методологической основой диссертации послужили фундаментальные и прикладные работы ведущих российских и зарубежных ученых в области статистики, эконометрики, анализа временных рядов и прогнозирования, эконометрического моделирования. В исследовании использовались общенаучные методы, принцип системности, монографического исследования, единства анализа и синтеза. При апробации теоретических результатов использовались методы анализа тенденции и колеблемости временных рядов, фазовый, корреляционно-регрессионный анализ, методы анализа коинтеграции и причинности, вейвлет-анализ, двувходовое объединение, графический метод. Обработка исходной информации, моделирование и расчеты выполнены с использованием пакетов прикладных программ MS Excel, EViews 6, Stata 10, STATISTICA 8.0, MatLab 2007.

Информационная база исследования включает в себя официальные статистические данные Продовольственной и сельскохозяйственной организации Объединенных Наций, Федеральной службы государственной статистики, информацию банка данных статистического портала Государственного университета — Высшей школы экономики.

Научная новизна исследования заключается в развитии существующей методологии статистического анализа временных рядов.

Основными элементами научного вклада и предметом защиты являются следующие теоретические и практические результаты:

- определены и охарактеризованы теоретические предпосылки, принципы статистического исследования временных рядов, вследствие применения которых повышаются обоснованность и точность результатов анализа; ~

- набор методов эконометрического анализа одномерного временного ряда дополнен локально взвешенной регрессией, фильтром Ходрика -Прескотта, вейвлет-анализом, матрицей лаговых зависимостей;

- предложено использовать двувходовое объединение при изучении синхронности колебаний временных рядов для выделения групп объектов, имеющих синхронные колебания. Апробация на фактических данных позволила определить взаимовыгодные международные направления поставок зерна, предусматривающие обеспечение продовольственной безопасности государства;

- раскрыта сущность скрытой коинтеграции временных рядов, представлены модели, рекомендуемые для работы со скрытыми взаимосвязями, что позволяет работать с нестационарными компонентами временных рядов для оценки скрытых зависимостей;

- разработана методика тестирования Грэнджер-причинности для построения причинных эконометрических моделей. В результате изучения динамики реальных инвестиций в Российской Федерации получена эконометрическая модель принципиально высокого уровня, основанная на выявленных причинных взаимосвязях;

- определены критерии выбора научно обоснованного метода прогнозирования, заключающиеся в точности результата, стоимости, экспертном суждении и других контекстно-зависимых характеристиках. Предложен и апробирован новый способ определения весов индивидуальных прогнозов в усредненном в зависимости от их точности;

- проведена классификация современного прикладного программного обеспечения, в том числе дана характеристика более чем 50 программным продуктам, применяемым в анализе временных рядов.

Теоретическая и практическая значимость работы заключается в том, что содержащиеся в ней положения и выводы могут быть использованы при дальнейшем более глубоком исследовании статистической методологии. Теоретические и методологические положения, представленные в диссертации, значительно повышают возможности и качество анализа и прогнозирования временных рядов, уточняют особенности применения методов, обеспечивают глубокое понимание сущности происходящих процессов. Результаты диссертационного исследования целесообразно использовать в высших учебных заведениях при изучении курсов «Общая теория статистики», «Анализ временных рядов и прогнозирование», «Эконометрика», «Эконометрическое моделирование».

Разработанная модель динамики реальных инвестиций в основной капитал имеет практическую направленность с точки зрения ее прогностических функций, а также возможности раскрытия существующих причинных взаимосвязей в данной области.

Апробация и внедрение результатов исследования. Основные положения диссертационного исследования получили положительную оценку на 57-й сессии Международного статистического института «Статистика: наше прошлое, настоящее и будущее» (г. Дурбан, 2009), а также на различных международных, всероссийских и региональных научно-практических конференциях в городах Ижевске, Москве,- Оренбурге, Санкт-Петербурге, Саратове. Автор был награжден дипломом II степени на Седьмой Всероссийской Олимпиаде развития народного хозяйства России в номинации «Продовольственная безопасность России» (г. Москва, 2007).

Теоретические положения по совершенствованию исследования временных рядов и их практическому осуществлению на статистических данных агропромышленного комплекса региона приняты к внедрению Министерством экономического развития и торговли Оренбургской области, что подтверждено соответствующим актом.

Публикации по теме диссертации. Основные положения диссертации опубликованы в 14 работах общим объемом 4,15 печ. л. (из них авторских — 3,14 печ. л.), в том числе 5 работ размещено в изданиях, определенных ВАК.

Структура и объем работы. Диссертация состоит из введения, трех глав, заключения, библиографического- списка (174 наименования) и 5 приложений. Основное содержание работы изложено на 152 страницах, включает в себя 5 таблиц и 23 рисунка.

## Заключение диссертации по теме "Бухгалтерский учет, статистика", Любчич, Вячеслав Владимирович

Данные выводы являются не только апробацией современных методов статистического анализа, но и основой причинного понимания наблюдаемых экономических процессов.

ЗАКЛЮЧЕНИЕ

В заключении диссертации сформулируем основные выводы и предложения.

1. Современное общественное развитие характеризуется нарастанием роли информации, глобализацией национальных экономик, а вследствие этого — высоким резонансов от принятия тех или иных управленческих решений. Необходимость ведения научнообоснованной политики требует умения грамотно анализировать и прогнозировать динамику процессов. Проблема получения достоверных и адекватных результатов включает в себя задачу развития статистического анализа и прогнозирования временных рядов.

2. Методология статистического исследования временных рядов базируется на ряде основных предпосылок и гипотез, выполнение которых является критически важным для возможности применения методов анализа. К данным предпосылкам относится сама возможность прогнозирования явления, требование сопоставимости уровней временного ряда, вероятностный характер изучаемого явления, осведомлённость о предыстории изучаемого процесса, наложение на природу исходных данных какой-либо структуры (стационарность, эргодичность), выделение компонентов динамики (тренд, циклическая, сезонная и случайная колеблемость) и определение модели их взаимосвязи (мультипликативной, аддитивной или смешанной).

3. Необходимым пунктом в реализации задачи совершенствования исследований и апробации результатов является наличие современного программного обеспечения для проведения расчётов. Важными характеристиками для выбора программы являются наличие удобного пользовательского интерфейса, широкого ассортимента встроенных функций для анализа временных рядов, возможность написания собственных команд, а также ценоваядоступность для пользователя.

4. В зарубежной практике сформирован ряд принципов исследования временных рядов, использование которых рекомендуется для совершенствование анализа динамики процессов. К таким принципам относится обязательное предварительное изучение графика и коррелограммы исходного временного ряда; использование формализованного тестирования для определения характеристик временного ряда; верификация использованного метода или модели на данных, не участвовавших в их спецификации и идентификации.

5. Информативными методами анализа одномерного временного ряда являются фазовый анализ, сглаживание с помощью локально взвешенной регрессии, фильтра Ходрика-Прескотта, сплайнов, исследование частотно-временных характеристик процесса с применением результатов вейвлет-анализа. Использование матрицы лаговых зависимостей в дополнение к анализу выборочной автокорреляционной функции способствует выявлению нелинейных взаимосвязей между последовательными уровнями временного ряда.

6. В набор методов для анализа качества моделирования необходимо включить расчёт скользящих коэффициентов как средство определения устойчивости модели в генеральной совокупности, тестирование на наличие автокорреляции высоких порядков в остатках, а также изучение реакции модели на импульс. Реакцию на импульс, ступенчатое или функциональное изменение рекомендуется использовать для изучения адаптивных свойств полученной модели и расширения (подтверждения) знаний предметной области, о характере распределённой во времени зависимости между уровнями ряда.

7. В целях совершенствования анализа взаимосвязи временных рядов предложено использование двувходового объединения как развитие существующего метода анализа синхронности колебаний. Применение двувходового объединения к временным рядам производственных показателей участников рыночных отношений позволяет выделить предпочтительных контрагентов с точки зрения оптимальности распределения ресурсов, в зависимости от существующих закономерностей колеблемости производственных показателей.

Апробация двувходового объединения на данных о динамике урожайности пшеницы в 24 странах за 1961-2009 гг. позволила определить международные направления заключения контрактов на поставку зерна для получения не только экономических выгод, но и социально-политических, так как перераспределение продовольственных запасов в соответствии с данным принципом рассматривается как инструмент диверсификации, обеспечения продовольственной безопасности и борьбы с голодом.

8. Дальнейшее развитие многомерного анализа временных рядов должно быть направлено на раскрытие сущности экономических явлений и процессов. Этому способствует использование методов исследования коинтеграции временных рядов, в том числе — изучения нелинейной и скрытой коинтеграции, прослеживающейся между отдельными компонентами динамики.

Применяемая методология статистического анализа должна быть развита настолько, чтобы обеспечивать потребности изучения причинных взаимосвязей в социально-экономических данных. Шагом в этом направлении является внедрение в практику исследования временных рядов концепции причинности К. Грэнджера.

9. Так как многие экономические процессы являются разностно-стационарными, то обоснованным способом их прогнозирования является методология Бокса-Дженкинса. Развитие данного метода связано с возможностью использовать нецелый параметр с1 в моделях АШМА. По аналогии нецелый параметр с1 применяется и в прогнозировании волатильности (модель РЮАЕ1СН). Модели с такими параметрами занимают промежуточное положение между моделями с короткой и бесконечно большой памятью о шоках.

Многообещающим является применение в отечественной статистике стэйт-спэйс моделей для анализа сигналов, сопровождающихся помехами, так как данный класс моделей даёт более робастные прогнозы, чем ARIMA-модели.

10. Практическое внедрение многомерных моделей корректировки ошибок позволяет учесть наличие долгосрочной взаимосвязи не только между уровнями временных рядов, но и между их нестационарными компонентами. Теоретически использование коинтеграционных отношений в моделировании и прогнозировании более предпочтительно, так как модели специфицируются в исходных уровнях временных рядов, поэтому сохраняется информация о долгосрочной взаимосвязи и не нарушаются положения экономической теории. Однако на реальных данных точность таких прогнозов не всегда превосходит другие методы.

11. Точность прогнозов является наиболее важным критерием качества метода прогнозирования. Многообразие показателей точности рассчитано на различия в «стоимости ошибок», поэтому выбор того или иного метода зависит от используемой функции потерь. Проведённая в работе сравнительная оценка точности прогноза индекса реальных инвестиций в основной капитал выделила сразу два метода, обеспечивающих наилучшее приближение к послевыборочным данным: экспоненциальное сглаживание и сезонную модель ARMA. Предложенный способ усреднения прогнозов позволил снизить МАЕ послевыборочного прогнозирования как минимум на 0,3 п. п.; PMSE — на 2,9 (п. п.)2.

12. В результате использования тестов Грэнджер-причинности выявлено одностороннее влияние на индекс реальных инвестиций в текущем месяце

- изменений среднемесячного процента роста реального объёма промышленного производства в предшествующие три месяца;

- роста денежного агрегата М2, наблюдавшегося полгода назад;

- текущего прироста стоимости доллара.

Также выявлена двусторонняя причинная взаимосвязь между индексом реальных инвестиций и индексом цен на строительно-монтажные работы.
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