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## Введение диссертации (часть автореферата) На тему "Краткосрочное прогнозирование нестационарного спроса в оптовой торговле"

Актуальность исследования. С развитием оптовой торговли и постепенным введением в строй современных складских комплексов, играющих роль крупных распределительных центров и осуществляющих многономенклатурную торговлю, растет потребность в разработке методологии управления многономенклатурными товарными запасами. Ведь поддержание ассортимента и своевременное обслуживание клиентов требует от торговой организации консервации огромных средств в запасах.

В работах, посвященных моделям управления запасами, традиционно наибольшее внимание уделяется выбору стратегии управления запасами, а вопросы прогнозирования спроса на товары рассматриваются лишь косвенно. В то же время, проблема прогнозирования спроса не менее важна для оптимального управления запасами, чем собственно стратегия управления. Часто рассматриваются модели, в соответствии с которыми спрос носит детерминированный характер, либо подчинен некоторому простому и стабильному закону распределения. Практические исследования в данной области показывают наличие ряда ситуаций, когда данный упрощенный подход неприемлем. В особенности это касается спроса на отдельные товары па коротких интервалах времени. Такая постановка задачи характерна для оперативного управления ассортиментом склада.

Недостаток информации о факторах, влияющих на спрос на интервалах порядка недели, приводит к использованию методов автопроекции временных рядов. Большой интерес вызывают развивавшиеся несколько обособленно методы ближайшего соседа (непараметрической регрессии), практические результаты их применения, приспособленность к прогнозированию прерывистого спроса. Под прерывистым спросом здесь понимается спрос, который значительную часть времени не предъявляется вообще. Методы прогнозирования прерывистого спроса недостаточно описаны в отечественной литературе.

Важность ряда описанных проблем для коммерческих организаций и торговой сети в целом, необходимость усовершенствования некоторых методов прогнозирования и их апробация на данных оптовой торговли, обуславливают актуальность выбранной темы работы с практической и научной точек зрения.

Цель п задачи исследования. Целыо диссертационной работы является разработка методики краткосрочного прогнозирования нестационарного (прерывистого) спроса, без выраженных тренда и сезонности.

Достижение цели потребовало постановки и решения следующих задач:

• Проанализировать системы управления запасами, взаимосвязь стратегии управления запасами и задачи прогнозирования прерывистого спроса на товары;

• Проанализировать характер спроса на различные товары, выделив характерные особенности временных рядов спроса товарных групп;

• Предложить алгоритм, повышающий точность прогноза метода, основанного на поиске ближайших соседей;

• Разработать селективную методику краткосрочного прогнозирования спроса на товар, используя в качестве базовых методы, основанные на поиске ближайших соседей, методы Кростона и экспоненциального сглаживания;

• Создать алгоритмы и программное обеспечение, реализующие специальные методы прогнозирования, предложенные в работе;

• Провести апробацию методики прогнозирования, основанной на использовании селективной модели, сравнить ее прогностические свойства с другими моделями.

Объектом исследования являются системы управления товарными запасами оптовой торговой организации.

Предметом исследования являются методы краткосрочного прогнозирования в системе управления запасами оптовой торговой организации.

Информационной базой является база данных о ежедневных отгрузках и поступлениях со складских комплексов крупной фирмы - производителя и распространителя косметических товаров за 2002-2003 гг., а также официальные данные Росстата.

Расчеты производились с помощью пакета программ Statistica 6.0, а также с помощью программ, разработанных автором п написанных на языке Borland Delphi 5.

Теоретической основой исследования послужили работы отечественных и зарубежных ученых по вопросам управления запасами, логистики, статистического прогнозирования и моделирования временных рядов, математической статистике, нелинейной динамике и методам непараметрической регрессии, прогнозирования прерывистого спроса, а также методам размножения выборок.

Научная новизна работы заключается в разработке методики краткосрочного прогнозирования прерывистого спроса на товары оптового складского комплекса, при отсутствии тренда и сезонности.

Предмет защиты составляют следующие положения и результаты, полученные лично соискателем и содержащие элементы научной новизны:

• Предложена типологизация товаров по характеру спроса, учитывающая долю товара в суммарном обороте организации и частоту появления ненулевых значений спроса;

• Исследованы особенности прогнозирования с использованием методов ближайшего соседа, метода Кростона и метода бутстреп на прерывистых временных рядах спроса на косметические товары;

• Разработана и апробирована на товарах оптового рынка косметики селективная методика прогнозирования прерывистого спроса, включающая методы ближайшего соседа, метод Кростоиа и экспоненциальное сглаживание;

• Предложена система мониторинга ближайших соседей, позволяющая повысить прогностические способности методов, основанных на их поиске;

• Для товаров оптового рынка косметики проведен анализ преимуществ и недостатков предлагаемых методов прогнозирования по сравнению с традиционными статистическими методами.

Практическая значимость. Выводы, результаты и рекомендации по методике краткосрочного прогнозирования прерывистого спроса могут быть использованы организациями оптовой торговли.

Результаты диссертационного исследования могут быть использованы в учебном процессе по курсу «Статистические методы прогнозирования».

Апробация работы. Основные положения и результаты диссертационного исследования докладывались и получили одобрение на 11-ой Всероссийской научной конференции молодых ученых, аспирантов и студентов «Прикладные аспекты статистики и эконометрики» (Москва,2005)

Публикации. Основные положения диссертации опубликованы в 6 научных работах, общим объемом 1,5 п.л.

Структура диссертации. Диссертационная работа состоит из введения, трех глав, заключения, списка литературы и приложений.

## Заключение диссертации по теме "Бухгалтерский учет, статистика", Иванько, Роман Сергеевич

Заключение

В результате проведенного в данной работе исследования были сформулированы и обоснованы следующие выводы.

Анализ моделей управления запасами показал, что прогнозирование спроса играет ключевую роль в обеспечении эффективного управления запасами, независимо от выбранной стратегии управления. От предсказанного значения спроса зависят ключевые параметры модели, такие как момент заказа на пополнение запасов и количество заказываемого на склад товара. В то же время, сама постановка задачи прогнозирования зависит от принятой стратегии управлениятоварами, от того, каким образом производится контроль над уровнем запасов, от доли товара в суммарном обороте склада, а также, от времени, необходимого на выполнение заказа на пополнение. Все эти параметры должны учитываться.

В ходе предварительной обработки и анализа данных были выявлены их основные характерные особенности: отсутствие выраженных трендовых и сезонных компонент, прерывистый характер спроса. Анализ литературы по теме исследования показал необходимость совершенствования методологии прогнозирования спроса, содержащего большое количество нулевых значений и имеющего сложный характер. С учетом многономенклатурности анализируемого складского комплекса, прогнозирование должно проводиться в полуавтоматическом режиме, реакция на изменения в характере спроса должна быть достаточно гибкой и быстрой. Несмотря на наличие в данной области ряда разработанных специальных методов, их возможности исследованы не полностью, а точность получаемого прогноза и способность адаптироваться к изменениям характера спроса зачастую неудовлетворительны.

Были рассмотрены перспективные параметрические и непараметрические подходы к прогнозированию спроса. Сделан вывод о необходимости их совместного использования. Для прогнозирования исследуемых временных рядов предложены непараметрические методы ближайшего соседа, а также параметрический метод Кростона - для работы с временными рядами, содержащими большое количество нулевых значений. В отдельных случаях, для товаров, доля которых в суммарном обороте организации невелика, предложено использовать методику прогнозирования с использованием бутстреп. Интерес к бутстрепу в последнее время увеличивается, так как растут возможности вычислительной техники.

Как показал анализ методов ближайшего соседа, для получения хорошего прогноза важно не только найти ближайшего соседа для текущего состояния временного ряда, но и проконтролировать, насколько ближайший сосед в действительности схож с текущим состоянием и пригоден для построения прогноза. Предложено ввести подобную систему мониторинга для методов ближайшего соседа, которая актуальна в том случае, если поиск проводится по принципу К-ближайших соседей (например, метод PMRS). При таком принципе отбора соседей, они всегда будут найдены. При исследовании метода PMRS экспериментально установлено, что в случае, когда для текущего состояния временного ряда нет близкого аналога в исторических данных, предпочтительнее не строить прогноз по найденным ближайшим соседям, а использовать наивную модель, либо усреднение нескольких последних значений.

Недостатки методов ближайших соседей при работе с временными рядами, содержащими большое количество нулевых значений, могут быть частично компенсированы путем разработки селективной модели, которая предусматривает, что в базовый набор помимо прогнозов, полученных методами ближайших соседей, включаются прогнозы, полученные методом экспоненциального сглаживания и методом Кростона.

Данная модель вместе с принципом первоначальной классификации и системой мониторинга ближайших соседей составляет методику краткосрочного прогнозирования прерывистого спроса, имеющего сложную структуру, предлагаемую автором.

Экспериментальная апробация методов ближайшего соседа и их сравнение с простым экспоненциальным сглаживанием показало преимущество метода нечеткого ближайшего соседа. Система мониторинга ближайших соседей и использование наивной модели в том случае, когда ближайший сосед не найден, либо признан неудовлетворительным, позволила улучшить результат метода PMRS, однако он все равно уступает методу нечеткого ближайшего соседа.

Экспериментальная апробация метода Кростона показывает относительное преимущество этого метода над простым экспоненциальным сглаживанием при прогнозировании временных рядов с большим количеством нулевых значений. Однако это преимущество реализуется только в том случае, когда контроль над уровнем запасов осуществляется не постоянно, а только в моменты возникновения спроса.

Методика прогнозирования спроса на основе метода бутстреп эффективна в случае, когда спрос сохраняет относительную стабильность в будущем периоде, не происходит существенного увеличения среднего размера заказов, поступающих на склад, либо среднего интервала между их возникновением. По этой причине использование данного метода в исследовании ограничено группой товаров В, где метод показал себя хорошо. Для 75% анализируемых товаров этой группы, прогнозное значение было превышено не чаще, чем в 5% случаев, при уровне обслуживания - 95%.

Результаты вычислительных экспериментов подтвердили необходимость комбинированного применения отобранных методов. Предложена селективная модель, осуществляющая одновременное прогнозирование по всем методам, включенным в базовый набор, и выбор наилучшего прогноза в соответствие с критерием селекции. В базовый набор включены прогнозы, полученные методами ближайшего соседа PMRS и

FNNM, а также экспоненциальным сглаживанием и методом Кростона. Селективная модель в ходе экспериментов показала в целом лучший результат, чем модели, построенные по каждому из методов в отдельности. Удалось построить селективную модель с низким значением параметра адаптации для критерия селекции (ссв= 0,2), которая показала наилучший результат. Небольшое значение параметра адаптации предпочтительнее в силу сложного характера анализируемых рядов.

Обобщая результаты, можно сделать вывод, что удалось разработать методику на основе селективного подхода, с использованием нескольких специальных методов (ближайшего соседа, метод Кростона). Эта методика позволила решить задачу краткосрочного прогнозирования спроса на товары крупного распространителя косметики на отечественном рынке. Результаты краткосрочного прогнозирования по селективной методике выше результатов, полученных по отдельным моделям, входящим в базовый набор.

Предложенная в работе методика прогнозирования на основе селективного подхода будет полезна для прогнозирования спроса в оптовой торговле в полуавтоматическом режиме, когда пет возможности тщательно анализировать спрос на каждый из товар. В случае, когда есть потребность в более тщательном контроле над отдельными наименованиями товаров, может быть дополнительно проанализирован и модифицирован базовый набор селективной модели, по которому осуществляется прогнозирование.

Система мониторинга ближайших соседей может быть использована в ряде смежных задач, в которых используются методы с отбором по принципу К-ближайших соседей. На практике она способна существенно повысить точность прогноза.
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