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ВИСНОВКИ

Удисертаційнійроботіотриманоновінауковообгрунтованірезультати

побудовитадослідженняефективнихметодівусуненнялокальних

невизначеностейметодівлокалізаціїфункціональнихневизначеностейза

відомихтаневідомихфункціональнихзалежностейдляприйняттярішеньуразі

керуванняоб’єктамирізноїприродивумовахневизначеностірозроблено

численнянамножиніневизначеностейпобудованонаційосновіметоди

двосторонніхапроксимаційрозв’язківдеякихкласівзадачдляприйняття

оптимальнихрішеньякігарантованомістятьцірозв’язки

Основнірезультативиконаноїроботи

Побудованоматричнезображенняпохіднихідиференціаліввищих

порядківфункціоналівтавідображеньїхніхтвірнихматрицьу

скінченновимірнихпросторахНаційосновіотриманоматричнезображення

формулиТейлорафункціоналівівідображеньускінченновимірнихпросторах

Знайденойобгрунтованозаконповедінкипроміжнихточок

залишковихчленівуформіЛагранжаформулиТейлораускінченновимірних

просторахпристисненнівточкуінтервалурозкладуфункціоналата

відображенняу



Побудовановираззначенняфункціоналатавідображенняувигляді

лінійноїкомбінаціїінтервальнихрозширеньїхніхпершихпохіднихначастинах

інтервалурозкладуцьогофункціоналатавідображеннявідповідноВиконано

апроксимаціюзнайбільшоюможливоюточністюпохіднихвищихпорядків

відображеннялінійнимикомбінаціямизначеньйогопершоїпохідноїу

відповіднихточкахОтриманорозкладвідображенняускінченновимірних

просторахпомножинізначеньйогопершоїпохідноїувідповіднихточкахщоє

деякоюальтернативоюформулиТейлора

ПобудованоідослідженонаційосновіінтервальніметодитипуРунге

розв’язуваннясистемнелінійнихалгебричнихрівняньмодифікаціїцих

методівщонепотребуютьобертаньінтервальнихматрицьдоведеностійкість



такихметодівуразізбуреньоберненогооператорапохідноїзаданої

системирозглянутопитаннязастосуваннятакихметодівдлярозв’язування

крайовихзадачЗапропонованоінтервальніметодилокалізаціїрозв’язків

варіаційнихзадачізадачоптимальногокеруванняРозглянотоконтактну

задачуколидвапідпростористискаєрозподіленасилаіодинпідпростірковзає

зпевноюшвидкістюпоіншомуПобудованоалгоритмзнаходженнязакону

розподілустискаючоїсилизаякоготемпературанамежіпівпросторівне

перевищитьзаданихкритичнихзначеньіпроцесгальмуваннявідбудетьсяза

найменшийчас

Уведеноарифметичнітатеоретикомножинніопераціїнамножині

функціональнихінтервалівметрикупросторуфункціональнихінтервалівщо

утвориломатематикуфункціональнихінтервалівтапобудованонаційоснові

методирозв’язуваннясистемнелінійнихалгебричнихрівняньрозв’язування

задачоптимізаціїдвосторонніквадратурніформулиПобудованоспрощену

математикуфункціональнихінтервалівматематикубагатовимірних

функціональнихінтервалів

Побудованозагальнийалгоритмрозв’язуваннядетермінованихзадач

математичнімоделіякихмістятьфункціїбагатьохзміннихРозв’язування

задачізведенодорозв’язуванняпослідовностітакихжепротеодновимірних

задачпокожнійкоординаті

Розробленочисленнянамножиніневизначеностейметодилокалізації

функціональнихневизначеностейзавідомихфункціональнихзалежностейНа

ційосновіпобудованоалгоритмиодночасноїлокалізаціївсіхрозв’язків

нелінійнихалгебричнихрівняньтанерівностей

Розробленометодилокалізаціїфункціональнихневизначеностейза

невідомихфункціональнихзалежностейВизначеноумовитарозробленометод

звуженняобластейневизначеностіфункційаналітичнівиразиякихневідомі

Наосновіматематикифункціональнихінтерваліврозробленотри

методипобудовидвосторонніхапроксимаційрозв’язківзадачіКошідля

звичайнихдиференціальнихрівняньякігарантованомістятьцірозв’язки



Наційжеосновірозробленометодипобудовидвосторонніх

апроксимаційрозв’язківкрайовихзадачдлязвичайнихдиференціальних

рівняньякігарантованомістятьцірозв’язкиПобудованозагальнийалгоритм

розв’язуваннякрайовоїзадачітаалгоритмрозв’язуваннядвоточковоїкрайової

задачі

Результатидисертаціїможутьбутизастосованідляаналізусистем

математичнімоделіякихмістятьфункціональніневизначеностідля

розв’язуванняширокогокласудетермінованихзадачВонивикористанівході

виконаннядержбюджетнихтем“Математичніметодидослідженнянелінійних

динамічнихсистеміндуктивнихметодівмоделюванняданихізадач

оптимізації”номердержавноїреєстрації–

“Чисельніметодирозв’язуваннянелінійнихфункціональнихрівнянь”номер

державноїреєстрації–“Чисельніметоди

розв’язуваннянелінійнихфункціональнихрівняньтазадачнаекстремум”

номердержавноїреєстрації–іввійшлиузвіти

НДЧЛьвівськогонаціональногоуніверситетуіменіІванаФранка–

Результатироботивикористовуютьуходічитанняосновнихкурсівта

спецкурсівдлястудентівЛьвівськогонаціональногоуніверситетуіменіІвана

Франкащоспеціалізуютьсязанапрямомсистемнийаналіз