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ВИСНОВКИ

Головнимрезультатомдисертаційноїроботиєпобудовамоделі

алгоритмічногосередовищанаосновідіаграмВороногощодаєзмогувирішити

важливунауковупроблемустворенняєдиногоалгоритмічногосередовищадля

ефективногорозвязуваннякласузадачобробкитааналізузображень

УдисертаційнійроботіотриманотакірезультатиУперше

Побудованоконцепціюмоделієдиногоалгоритмічногосередовища

МЄАСнаосновідіаграмиВороногодлярозв’язуваннятакихкласівзадач

обробкизображень

•сегментаціяоб’єктівтаструктурназображенні

•бінаризаціязображення

•трекінгоб’єктівтаструктурнапослідовностізображень

•побудовасерединноїосіоб’єктаназображенні

•знаходженняобластейблизькостідлямножиниоб’єктівназображенні

•визначеннячисельниххарактеристикоб’єктівназображенні

УзагальненоалгоритмипобудовиапроксимаціїдіаграмиВороногодля

множинипараметричнозаданихкривихнаплощиніщодаєзмогуотримати

наближенийрозв’язокзадачівизначенняобластейблизькостіДосліджено

методипараметризаціїкривихтазалежністьрезультатуапроксимаціївід

способупараметризації

УзагальненовмежахМЄАСалгоритминаосновідіаграмиВороногодля

побудовискелетонасерединноїосіоб’єктазпорожнинамиВстановлено

щопорівнянозметодамипотоншеннятакіалгоритминадаютьможливість

отриматискелетонізсубпіксельноюточністющоінваріантнийдоповороту

тамасштабування

РозробленоевристичнийпідхідякийпришвидшуєроботуМЄАСшляхом

спрощенняпредставленнятаформиоб’єктаБулисформульованіта

доведеніосновнітеоремидляевристичнихметодівоптимізаціїатакож



критерійспрощенняформиоб’єктащоєосновоюпобудовиевристичних

алгоритмів

Проаналізованонаявніалгоритмиспрощеннябагатокутниківтаперевірено

їхвідповідністькритеріюоптимізаціїУрезультатіпроведеногоаналізу

буловизначеносімевристичнихалгоритмівякідаютьзмогуоптимізувати

роботуМЄАС

Проведенообчислювальніекспериментинанаборіданих

длявизначеннянайефективнішихевристикоптимізаціїМЄАС

Дляприкладубулорозглянутозадачупобудовискелетонаоб’єктата

виміряночасроботиевристикіметодувціломуВизначеноточність

отриманихрезультатівупорівняннізеталономдлярізнихзначень

допустимоїпохибкиалгоритмуВстановленощонайбільшепришвидшення

назпохибкою

досягаєтьсязадопомогоюевристикРамераДугласаПекератаВісвалінгамаУайаттаВизначенощоевристикиможуть

погіршуватиточністьрезультатуТомубулорозробленоправила

застосуванняевристикзалежновідкритичнихвимогсистемичасута

точностіДлязадачіпобудовискелетонабулоекспериментально

встановленощозапропонованіевристикимаютьефектрегуляризаціїтобто

виконуютьавтоматичневидаленнярозгалуженьосіяківідповідають

випадковимзбуреннямграниціоб’єкта

Дослідженонаявнінасьогодніметодирегуляризаціїсерединноїосіатакож

запропонованоновийпідхіднаосновідіаграмиВороногодля

множиникілдіаграмипотужностітаметодумультиплікативного

масштабуванняЕфективністьроботиметодутаіншихвідомих

алгоритміврегуляризаціїбулопротестованонанаборіданих

Урезультатіпроведеногопорівняльногоаналізубуловстановлено

щоалгоритмитаλсерединнавісьєнайефективнішими

алгоритмамирегуляризаціїзнайменшоюпохибкоюазастосування

комбінаціїалгоритмівтаλсерединнавісьнадаєможливість



покращититочністьрегуляризаціїнапорівнянозокремими

алгоритмами

РеалізованопрограмнийпрототипМЄАСнапринципахмодульності

розширюваностітауніверсальностіструктурданихНаприкладізадачі

підрахункускладеногодескриптораформиоб’єктаопуклістьокруглість

встановленощоМЄАСбезоптимізаціїдаєзмогускоротитичасвиконання

напорівнянозіншимиалгоритмамиУведенняетапуоптимізації

дозволяєпришвидшитичасвиконаннявсередньомувразівпри

максимальнійпохибці

Розробленоефективнийалгоритмвідстеженнявідкритихкривихконтурів

серединнихлінійтонкихоб’єктівтощонаосновіметодуактивних

контурівЗапропонованоновийметодобробкикінцівкривоїшляхом

мінімізаціїзапропонованоїфункціївартостіВстановленощовіндаєзмогу

отримативразаточнішийрезультатзаметрикоюФрешеніжнаявні

методидлязадачівідстеженняокремихклітиннихфіламентів

РозробленуМЄАСбулоуспішнозастосованодлярозв’язаннякласу

прикладнихзадачобробкибіологічнихтамедичнихзображень

•сегментаціяниткоподібнихструктурклітинизвикористанням

флуоресцентнихзображеньізконфокальногомікроскопанаприкладі

мережіутвореноїфіламентамикератинуабомікротрубочками

•трекінгниткоподібнихструктурцитоскелетаклітининапослідовності

флуоресцентнихзображеньізконфокальногомікроскопатрекінг

окремихактиновихкератиновихволоконтамікротрубочок

•сегментаціяфлуоресцентнихзнімківмережінервовихклітинвиділення

клітиннихтілокремихаксонівтадендритівреконструкціятопології

такоїмережітааналізїїзв’язності

•сегментаціясудинноїсистемизазнімкамисітківкиокареконструкція

топологіїсудинноїсистемивиділенняокремихрозгалуженьсистеми

Сегментаціятавиділенняокремихклітинепітеліальноїтканиниза

двоканальнимифлуоресцентнимизображеннями