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**ВВЕДЕНИЕ**

## **При разработке многопроцессорных систем, сетевых ATM коммутаторов и сетей на кристалле (NoC) необходимо обеспечить взаимодействие большого числа процессорных элементов, модулей памяти, контроллеров, портов ввода/вывода и прочих цифровых компонентов между собой. При этом, необходимо обеспечить высокий уровень надежности и скорости передачи информации. Среди всевозможных способов соединения большого числа цифровых компонентов на практике наиболее часто используются многоступенчатые коммутирующие сети. Они имеют ряд преимуществ по отношению к шинам и полносвязным топологиям: простая масштабируемость, способность работать на высоких частотах и умеренная стоимость реализации.**

К недостаткам многоступенчатых коммутирующих сетей можно отнести их принадлежность к классу блокирующих сетей. Это означает, что в процессе передачи трафика возможны коллизии пакетов, при которых часть передаваемой информации блокируется и отбрасывается. Однако вероятность коллизий удается уменьшить благодаря применению буферов для временного хранения пакетов и специализированных сортировщиков.

**Актуальность темы.**

Производительность многоступенчатых сетей активно изучалась на протяжении последних двадцати лет. Были синтезированы математические модели, которые описывают производительность многоступенчатых сетей. Однако существующие модели используют идеализированную модель трафика, что ограничивает область их применения в реальных условиях. Многие существующие модели предполагают, равномерный характер трафика, при котором все компоненты-приемники используются с одинаковой вероятностью. Другие модели учитывают только один приоритетный компонент-приемник, который имеет большее по отношению к другим компонентам предпочтение.

При функционировании реальной системы в большинстве случаев возникают более сложные формы трафика, и адресная случайная величина принимает произвольное распределение. В этих случаях оценка пропускной способности сети, выполненная применением существующих математических методов, будет излишне оптимистична.

Оценка пропускной способности многоступенчатой сети для равномерного трафика разработана в работах [14], [6]. В работе [4] описаны условия возникновения неравномерного трафика, из которых следует, что он возникает в подавляющем большинстве приложений. В работах [2], [3] исследуется пропускная способность многоступенчатой сети в условиях трафика с единственным приоритетным компонентом-приемником. Однако данное ограничение делает невозможным применение метода в большинстве приложений. Крайне важно иметь метод позволяющий выполнять оценку пропускной способности и времени отклика многоступенчатых сетей в условиях трафика с произвольным распределением адресной случайной величины и подходящий в большинстве случаев.

Пропускная способность многоступенчатой коммутирующей сети, во многом, определяет быстродействие системы в целом. Поэтому важной проблемой, является задача увеличения пропускной способности сети. В литературе описаны различные подходы повышения пропускной способности. Прасант Мохапатра и Чита Дас [21] предложили не отбрасывать заблокированные пакеты, а временно хранить их в буферах. Однако предложенная ими модель производительности многоступенчатой сети применима для единственного приоритетного компонента-приемника и детерминированного времени коммутации пакетов. Применение сортировщиков пакетов и специализированных алгоритмов роутинга подразумевает группировку пакетов, что оказывает влияние на процесс коммутации пакетов. В данной работе предложен усовершенствованный метод, применимый для произвольного числа приоритетных компонентов-приемников и недетерминированным размерам пакетов.

Основной причиной снижения пропускной способности многоступенчатой сети при неравномерном трафике является возрастание вероятности блокировки. В данной диссертации предлагается уменьшить вероятность блокировки путем дублирования отдельных ступеней сети, что обеспечило прирост пропускной способности в 1,7 – 2,7 раз.

## Связь работы с научными программами, планами, темами. **Диссертационная работа выполнялась согласно плану научно-технических работ Харьковского Национального Университета радиоэлектроники в рамках госбюджетных тем:**

1) 104-1 «Методы стабилизации и фокусировки распределений неоднородных марковских систем» (№ ГР 01004001344);

2) 151 «Разработка методов стабилизации синтеза неоднородных систем, обладающих марковским свойством» (№ ГР 0103U001574).

## Цель и задачи исследования. **Целью исследования является разработка и практическое применение методов оценки и увеличения способности и времени отклика многоступенчатых коммутирующих сетей для синтеза новых и модернизации существующих коммутирующих фабрик. Достижение этой цели требует решение таких задач:**

1. разработать метод реконфигурации многоступенчатых коммутирующих сетей в условиях неравномерного трафика;
2. усовершенствовать метод оценки пропускной способности синхронных многоступенчатых коммутирующих сетей для условия произвольного распределения трафика;
3. разработать метод расчета производительности буферных асинхронных многоступенчатых коммутирующих сетей с учетом недетерминированного размера пакетов и неравномерного распределения трафика;
4. применить разработанные методы для оценки и увеличения быстродействия многоступенчатых коммутирующих сетей синхронного и асинхронного типов при произвольном распределении адресной случайной величины;
5. применить разработанные методы для синтеза коммутирующих фабрик;

*Объектом исследования* является процесс оценки производительности многоступенчатых коммутирующих сетей синхронного и асинхронного типов, функционирующих в условиях неравномерного трафика.

*Предметом исследования* являются методы оценки быстродействия многоступенчатых коммутирующих сетей синхронного и асинхронного типов в условиях трафика с произвольным распределением адресной случайной величины и недетерминированным размером пакетов.

*Методы исследования.* Для разработки методов оценки производительности в работе использовались методы математического анализа, теоретико-вероятностные методы, методы теории систем массового обслуживания, имитационное моделирование.

## Научная новизна полученных результатов. **В процессе работы над диссертацией получены следующие новые научные результаты:**

1. впервые разработан метод реконфигурации многоступенчатых коммутирующих сетей в условиях неравномерного трафика, который в отличие от существующих методов, предусматривает применение параллельных ступеней и замену обыкновенных коммутирующих элементов на дополнительные типы коммутирующих элементов с удвоенным числом входов (выходов), с учетом целевой пропускной способности и предельного количества коммутирующих ступеней, что позволяет существенно повысить производительность таких сетей;
2. усовершенствован метод оценки пропускной способности синхронных многоступенчатых коммутирующих сетей, который, в отличии от существующих, учитывает произвольное распределение трафика с произвольным числом приоритетных адресов, что позволяет определить пропускную способность синхронных многоступенчатых коммутирующих сетей с неравномерным распределением адресной случайной величины;
3. получил дальнейшее развитие метод расчета производительности буферных асинхронных многоступенчатых коммутирующих сетей, который в отличие от существующих, учитывает недетерминированный размер пакетов и произвольное распределение трафика. Метод позволяет оценивать пропускную способность и время задержки пакетов недетерминированного размера в сетях с произвольным распределением адресной случайной величины

## Практическое значение полученных результатов.

## **1) предложенные в диссертации методы оценки производительности асинхронных и синхронных многоступенчатых коммутирующих сетей с различной степенью репликации ступеней в условиях неравномерного трафика реализованы на языке программирования Java и оформлены в виде программной библиотеки;**

## **2) методы и программные средства могут быть использованы проектировщиками многопроцессорных вычислительных систем, многокомпонентных систем на кристалле (SoC), сетей на кристалле (NoC), ATM коммутаторов и т.д. для синтеза коммутирующей фабрики и оценки ее пропускной способности при заданных параметрах трафика на этапе раннего проектирования;**

## **3) метод распараллеливания ступеней может быть использован для повышения пропускной способности синхронных многоступенчатых сетей. Метод оценки пропускной способности сети с различными степенями дублирования позволяет выбрать необходимую степень распараллеливания сети с целью достижения оптимального соотношения цена/производительность;**

## **4) метод оценки пропускной способности и времени отклика асинхронной многоступенчатой сети в условиях неравномерного трафика с распределенной согласно закону Эрланга длинной пакетов, может быть использован для оптимального выбора размеров буферной памяти и переключающих элементов с целью максимизации производительности асинхронной многоступенчатой сети.**

Результаты диссертации в виде программных приложений используются в харьковском центре разработки ЗАО «Софтлайн» (акт внедрения от 27.02.2009), ООО «Zoral Labs» (акт внедрения от 25.03.2009), ВАТ «Коннектор» (акт внедрения от 16.01.2009), Харьковском национальном университете радиоэлектроники (акт внедрения от 06.04.2009).

## Личный вклад диссертанта. **Диссертационная работа является результатом самостоятельной работы автора. В работах выполненных в соавторстве, автору принадлежат следующие результаты: в работе [80] разработана имитационная модель маковского случайного процесса; в работе [79] разработана имитационная модель стохастического процесса с нормальной функцией распределения; в работе [77] исследованы свойства неравномерного трафика в многоступенчатых коммутирующих сетях; в работе [74] предложен метод оценки уровня потока данных для конечных каналов; в работе [78] предложен метод оценки уровня потока данных для общих и граничных каналов; в работе [73] предложен метод повышения пропускной способности сети путем распараллеливания ступеней; в работе [76] разработана математическая модель динамической буферной памяти и предложен метод реконфигурации буферов для достижения наиболее эффективного использования доступной буферной памяти; в работе [75] предложен метод оценки производительности асинхронной буферной многоступенчатой сети.**

## Апробация результатов диссертации. **Основные результаты выполненных исследований были изложены и обговорены на следующих конференциях и форумах:**

1. Четвертом Международном Молодежном Форуме «Электроника и молодежь в XXI веке» (Харьков, 2000 г.);
2. Восьмой Международной Конференции «Теория и техника передачи, приема и обработки информации» (Харьков, 2002 г.);
3. Седьмой Всеукраинской Студенческой Научной Конференции прикладной математики и информатики (Львов, 2004 г.);
4. Четвертой Международной научно-технической Конференции (Харьков, 2004 г.);
5. Восьмом Международном молодежном форуме «Электроника и молодежь в XXI веке» (Харьков, 2004 г.);
6. Десятой Международной научно-технической конференции «CADSM 2009» (Львов, 2009 г.)
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## Публикации. **Основные научные положения диссертации отражены в 16 работах, среди которых 8 статей в журналах, включенных в перечни, утвержденные ВАК Украины, и 9 публикаций в сборниках по материалам научных конференций.**

# ЗАКЛЮЧЕНИЕ

Настоящая диссертация посвящена исследованию производительности синхронных и асинхронных многоступенчатых коммутирующих сетей в условиях неравномерного трафика. В результате выполненных исследований была решена научно-практическая задача оценки и увеличения производительности сетей синхронного и асинхронного типов для случая произвольного числа приоритетных компонентов-приемников.

Получены следующие научные результаты:

1. Впервые разработан метод реконфигурации многоступенчатых коммутирующих сетей путем распараллеливания каналов сети для увеличения ее пропускной способности. Разработаны новые типы коммутирующих элементов размерности 2![](data:image/x-wmf;base64,183GmgAAAAAAAEABYAEDCQAAAAAyXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///zcAAAAAAQAAlwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wJA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAALQQCmMM+hIAWLHzd2Gx83cgQPV3GA5mvgQAAAAtAQAACAAAADIKIAEdAAEAAAC0eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAYDma+AAAKACEAigEAAAAA/////yj8EgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)4, 4![](data:image/x-wmf;base64,183GmgAAAAAAAEABYAEDCQAAAAAyXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///zcAAAAAAQAAlwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wJA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAALQQCmMM+hIAWLHzd2Gx83cgQPV3GA5mvgQAAAAtAQAACAAAADIKIAEdAAEAAAC0eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAYDma+AAAKACEAigEAAAAA/////yj8EgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)4 и 4![](data:image/x-wmf;base64,183GmgAAAAAAAEABYAEDCQAAAAAyXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///zcAAAAAAQAAlwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wJA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAALQQCmMM+hIAWLHzd2Gx83cgQPV3GA5mvgQAAAAtAQAACAAAADIKIAEdAAEAAAC0eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAYDma+AAAKACEAigEAAAAA/////yj8EgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)2. Разработан итеративный метод оценки пропускной способности параллельных синхронных коммутирующих сетей при определенных параметрах входного трафика.
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3. Усовершенствован метод вычисления быстродействия буферных асинхронных многоступенчатых сетей, которые функционируют в условиях неравномерного трафика с произвольным числом приоритетных выходных каналов. Метод основан на разработанном ранее методе Читы Даса. В отличии от его метода, новый метод применим для недетерминированного размера пакетов. Метод вырождается в ранее разработанный метод Читы Даса в случае единственного приоритетного выходного канала и фиксированного размера пакетов. Относительная погрешность метода составляет 3%. Оценка быстродействия асинхронной многоступенчатой сети размером 1024![](data:image/x-wmf;base64,183GmgAAAAAAAEABYAEDCQAAAAAyXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///zcAAAAAAQAAlwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wJA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAALQQCmMM+hIAWLHzd2Gx83cgQPV3GA5mvgQAAAAtAQAACAAAADIKIAEdAAEAAAC0eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAYDma+AAAKACEAigEAAAAA/////yj8EgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)1024 показала, что размер буферной памяти и коммутирующих элементов определенным образом влияет на пропускную способность и время задержки пакетов. При увеличении размера буферной памяти, пропускная способность сети тоже увеличивается до некоторой точки насыщения. При увеличении размеров буферной памяти время задержки пакетов увеличивается быстрее при более интенсивном входном трафике. При больших значениях буферной памяти высокая интенсивность входного потока приводит к уменьшению быстродействия сети. Увеличение размеров коммутирующих элементов приводит к уменьшению времени задержки пакетов и увеличению быстродействия сети.

4. Для экспериментальной проверки разработанных методов оценки и увеличения пропускной быстродействия на платформе Java разработана имитационная модель.

5. Применение методов оценки и увеличения быстродействия сетей позволило увеличить пропускную способность сетей более чем в 1,5 раз.

6. Результаты диссертационной работы были доведены до уровня программных средств, которые были внедрены в ООО «Лабс Зорал», в ЗАО «Софт Лайн», в ООО «Коннектор», в Харьковском национальном университете радиоэлектроники, что подтверждается соответствующими актами внедрения.
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