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ВИСНОВКИ

Удисертацйномудослдженнвиршенонауковопрактичнузадачурозробкиметодвнтеграцїтехнологйвртуалзацїдляформуваннясередовищавиконанняприкладногопрограмногозабезпеченняугрдзавданн

РозробленметодимаютьсуттєвезначенняпривикористаннугрднфраструктурахрзномантногоприкладногопрограмногозабезпеченняЦе

маєвисокунауковопрактичнуцннстьдлягетерогеннихпаралельнихта

розподленихобчислювальнихсистем

Цевключаєвсебенауковопрактичнрезультатидисертацйногодослдження

Вперше

Розробленоновийметодзапускувртуальнихмашинякгрдзавдань

якийдозволяєвикористатитехнологїконтейнерноївртуалзацїтатехнологїзапаратноюпдтримкоювртуалзацї

Розробленоновийметодвзаємодїзприкладнимприкладногопрограмногозабезпеченнявиконуванимугрдщодозволяєвикористовуватинтерактивнийрежимроботизарахунокграфчноготантерфейсукомандногорядкудлярзнихоперацйнихсистем

Розробленоновийметодвиконанняувртуальнихмашинахзапущених

якгрдприкладногопрограмногозабезпеченняМетоддозволяєсконфгуруватисередовищероботиприкладногопрограмногозабезпеченняу



пакетномутантерактивномурежимвзаємодїдлярзнихоперацйних

систем

РозробленопрограмнийкомплексдляреалзацїметодвзапускувртуальнихмашинякгрдзавданьЦедозволяєзабезпечитинтерактивну

взаємодюзприкладнимпрограмнимзабезпеченнямвикористатирзн

технологївртуалзацїзокремазапаратноюпдтримкоютаконтейнерну

Розробленоархтектуругрдсервсуякадозволяєавтоматизуватизапусктауправлннявртуальнимимашинамизапущенимиякгрдзавдання

взаємодятизгрдсервсамикооперацїРозробленийгрдсервсмститьпрограмнзасобинтеграцїдопрограмнихкомплексввртуальних

органзацй

Удосконалено

Розробленметодикитаархтектурнпринципиформуваннясередовища

виконаннязольованогонезалежноговдробочоговузлаобчислювальногокластерагрднфраструктуриЦедозволяєкеруватисередовищем

виконанняприкладногопрограмногозабезпеченняугрдзавданн

Набулоподальшогорозвитку

Проведеноматематичнемоделюваннязасобамитранизицйнихсистем

таМережПетргрдсервсуавтоматизацїзапускувртуальнихмашин

Пдтвердженощотакамережаєживоюунйвиконуєтьсявластивсть



справедливостатакийматематичнийапаратможебутизастосовано

длямоделюваннягрдсервсв