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АВП Ассоциативное векторное пространство

АСТП Ассоциативно-семантический текстовый препроцессор
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СВЗ Специальная вычислительная задача

СОА Сервис-ориентированная архитектура
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