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ЗАКЛЮЧЕНИЕ

В результате проведенных исследований были получены следующие основные результаты:

1. Впервые выбраны критерии МИАД для анализа статистики сетевых СИБ, заключающиеся в способности анализировать большие массивы данных, характеризующиеся малым количеством признаков СИБ и высокой вариативностью их значений с использованием номинальных шкал.
2. Впервые разработаны алгоритм и методика кластеризации данных о СИБ, зафиксированных СОВ, на основе энтропийного подхода. Результатом их работы является представление данных в виде однородных групп (кластеров), каждая из которых соответствует предварительно заданным параметрам.
3. Впервые разработаны алгоритм и методика оценки динамической зависимости между кластерами. Их применение позволяет получить числовую величину, характеризующую степень согласованности по времени СИБ различных кластеров. Важно отметить, что данные приобретают новый признак, измеренный в шкале отношений, который может рассматриваться в качестве эквивалента расстояния между кластерами и потенциально расширяет спектр доступных МИАД для проведения дальнейших исследований.
4. Впервые разработаны алгоритм и методика оценки степени текущей угрозы на основе данных, прошедших предварительную экспертную оценку. Для этого введены две характеристики: степень изученности СИБ кластера и показатель непротиворечивости экспертной оценки. Дано математическое обоснование соответствия этих величин решаемой задаче. Согласованность результата и исходных параметров подтверждена вычислительным экспериментом.
5. Впервые разработана структура ПАК для исследования статистики СИБ, основанная на предложенных МИАД, и выполнена его программная реализация. ПАК состоит из трех подсистем (вычислительной, хранения данных и визуализации) и решает задачи кластеризации данных о СИБ, вычисления динамической зависимости между полученными кластерами и взаимодействия с БД. Для работы с результатами вычислений предусмотрен кроссплатформенный графический интерфейс, позволяющий работать с данными в интерактивном режиме.
6. Проведены вычислительный эксперимент и серия опытно - экспериментальных испытаний ПАК. Согласованность полученных результатов с теоретическими положениями подтверждает правильность и достоверность алгоритмов и методик, положенных в основу ПАК.

Диссертационная работа обладает научным и практическим потенциалом. Кластеризованные данные, представленные в форме самостоятельных статистических сущностей и обладающие набором дополнительных признаков, являются материалом для дальнейших исследований, в том числе с помощью МИАД, использующих расстояние между сущностями в качестве основной метрики. Существует возможность добавления прогностических функций за счет реализации контура обратной связи, что в целом приведет к повышению уровня автоматизации ПАК. Кроме того, дополнительно проведенные испытания показали потенциальную возможность использования разработанного ПАК для исследования трафика