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оцінокпрогнозівщообчислюютьсянаосновіпорівняльногоаналізумоделейкандидатівзадопомогоюінтегрованогокритеріюякості

Розробленометодідентифікаціїтапрогнозуваннявідмовдинамічних

інформаційнихтехнологійнаосновіекспериментальнихданихмоделей

динамікицихпроцесівоптимальногофільтраіспіввідношення

правдоподібностіщовідрізняєтьсявисокоюякістюдіагностикиіробастністю

щодовипадковихвпливів

Розробленоінформаційнутехнологіюмоделюваннятапрогнозування

нестаціонарнихпроцесівнаосновібагаторівневоїінтеграціїякадозволяє

оцінюватиякістьотримуванихрезультатівзадвомамножинамистатистичних

критеріївякостімоделейіоцінокпрогнозів

Запропонованоінформаційнутехнологіюзастосованодляпобудови

новихматематичнихмоделейрядутехнологічнихпроцесівзокремапроцесу

прокаткитрубаналізувідмовдинамічнихсистемтавиробничогопроцесуу

харчовійпромисловостідляфірмизвиробництвахарчовоїпродукціїсередня

абсолютнапохибкаувідсоткахстановитьатакожїїуспішно

використанодляпорівняльногоаналізуметодівпрогнозування















макроекономічнихтафінансовихпроцесівщодаломожливістьвизначити

найбільшефективнийметодпрогнозування

Практичнезначенняотриманихрезультатівполягаєурозробцінових

методиктапрограмноалгоритмічногозабезпеченнядлямоделюванняі

прогнозуваннянестаціонарнихпроцесівякізабезпечуютьавтоматизоване

обробленняданихавтоматичневизначеннякласутаструктуримоделівибір

кращихпрогнознихмоделейтадозволяютькомбінуватиоцінкипрогнозів

отриманихрізнимиметодамизметоюпідвищенняїхякості

Створенаінформаційнатехнологіямоделюваннятапрогнозування

дозволяєскоротититермінрозробкимоделейпорівнянозіснуючимианалогами

тазабезпечитипохибкуоцінокпрогнозівумежах–

Створеніпривиконаннідослідженняпрограмнотехнічнізасоби

впровадженоуНаціональнійакадеміїдержавноїподатковоїслужбиУкраїниу

ТехнологічномупаркуВуглемашмДонецькатакожвінститутах

НаціональноїакадеміїнаукУкраїниуніверситетахМіністерстваосвітиінауки

Українидлявирішенняактуальнихприкладнихзавданьмоделюванняі

прогнозуваннянестаціонарнихнелінійнихчасовихрядів