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ВИСНОВКИ

Удисертаційнійроботірозробленоформалізованообґрунтованота

реалізованометодиавтоматизаціїперетвореннявкладенихциклівдля

прикладнихпрограмщовключаєвсебенаступнірезультати

Впершерозробленометодрозпаралелюванняпрограмзвкладеними

циклічнимиоператорамищонадаютьможливістьздійснюватиобробку

великихобсягівданихнезважаючинаобмеженняоперативноїпам’яті

графічнихприскорювачів

Запропонованометодрозпаралелюваннявкладенихциклічнихоператорів

нагетерогеннійархітектуріщовдосконалюєвідомірозпаралелюючісистеми

навипадокпараметризовноїкількостіприскорювачів

Створенопрограмнусистемущореалізуєрозробленіметоди

автоматизаціїрозпаралелюванняциклічнихоператорівПроведеночисельний

експериментзвикористанняметодівнавідомихтестовихзадачахякийдовівїх

переваги

Розробленупрограмнусистемузастосованотавпровадженодля

автоматизаціїпрограмуваннязадаччисельногопрогнозуванняпогодив

УкраїнськомугідрометеорологічномуінститутіДСНСУкраїнитаНАН

України