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**ЗАКЛЮЧЕНИЕ**

1. Анализ развития сетей мобильной связи и особенностей создания сетей связи пятого и последующих поколений показывает, что с переходом к сверхплотным сетям и сетям с ультра малыми задержками не только существенно возрастает сложность задач распределения ресурсов в сети, но и изменяются объемы данных, которые следует собирать и обрабатывать для прогнозирования трафика, что лежит в основе эффективного распределения ресурсов в сетях. При этом использование технологий искусственного интеллекта для прогнозирования характеристик трафика является не только рациональным, но и необходимым.
2. Проанализированы возможности машинного обучения и глубокого обучения для решения задач прогнозирования трафика, методы обучения с учителем, без учителя, с подкреплением, нейронные сети прямого распространения, рекуррентные нейронные сети обратного распространения и определен круг задач прогнозирования характеристик трафика, в которых возможно эффективное применение машинного и глубокого обучения в сетях связи пятого и последующих поколений. К этим задачам отнесены прогнозирование потерь пакетов в сети VANET, потерь пакетов в сетях связи 5G для Интернета Вещей и Тактильного Интернета, задержки в сетях связи 5G для Интернета Вещей и Тактильного Интернета и пропускной способности в сетях связи 5G для Интернета Вещей.
3. В таких сетях связи как автомобильные сети вследствие высоких скоростей перемещения узлов сети в сложных условиях городской застройки, а также в сетях Интернета Вещей вследствие возможности высокоплотного и сверх плотного размещения узлов собранные для прогноза данные могут содержать как данные гауссовского шума, так и случайные выбросы. В связи с этим необходимо в задачах прогнозирования характеристик трафика исследовать возможность и

эффективность использования робастных оценок максимального правдоподобия - М-оценок.

1. Предложено использовать набор робастных статистических оценок, называемых M-оценками, в качестве робастной функции потерь для замены традиционной функции потерь с целью улучшения процесса обучения и создания робастной модели машинного обучения, когда обучающие данные являются как чистыми, так и содержат гауссовский шум и выбросы.
2. Предложена многослойная нейронная сеть прямого распространения (MFNN) с M-оценками в качестве функции потерь для замены традиционной функции потерь MSE в случае чистых данных. Используется архитектура MFNN, состоящая из трехуровневой топологии прямого распространения со скрытым слоем, содержащим 20 скрытых нейронов. Предложенный метод использован в двух приложениях сети VANET:

* Оценка энергии для VANET на основе робастного обучения нейронной сети.
* Оценка потерь пакетов для VANET на основе робастного обучения нейронной сети.

1. Разработан метод прогнозирования потерь пакетов в сетях VANET на основе глубокого обучения и многослойной нейронной сети в условиях, когда данные искажены гауссовским шумом и случайными выбросами при использовании робастной справедливой оценки и робастной оценки Коши, который позволяет уменьшить среднеквадратичную ошибку более, чем в пять раз, а абсолютную ошибку примерно в 2 раза по сравнению с использованием метода наименьших квадратов.
2. Разработан метод прогнозирования потерь пакетов с использованием подхода многошагового прогнозирования (MSP) на основе временных рядов с использованием рекуррентной нелинейной авторегрессионной нейронной сети с внешними входами NARX-RNN.
3. Разработан метод прогнозирования задержки в сетях Интернета вещей и Тактильного Интернета с использованием прогнозирования на один и несколько шагов вперед на основе использования NARX-RNN. Точность прогноза оценивалась с использованием трех алгоритмов обучения нейронной сети: Trainlm, Traincgf, Trainrp и значений среднеквадратичной ошибки (RMSE) и абсолютной ошибки (MAPE).
4. Разработанный метод прогнозирования задержки и потерь в сетях Интернета вещей и Тактильного Интернета на основе нелинейной рекуррентной авторегрессионной нейронной сети NARX дает наилучшие результаты при его обучении алгоритмом Левенберга-Марквардта, превосходя при этом алгоритм обучения Флетчера-Ривса и устойчивый алгоритм обучения по значениям срднеквадратичной ошибки и абсолютной ошибки на порядок и более как при прогнозировании на один шаг, так и при прогнозировании на несколько шагов.
5. Разработан метод прогнозирования пропускной способности сетей 5G/6G для трафика Интернета Вещей на основе алгоритма долговременной краткосрочной памяти (LSTM), который обеспечивает результаты прогноза с приемлемой для практики точностью при 500 скрытых нейронах.
6. Разработан метод прогнозирования пропускной способности для сети VANET на основе глубокого обучения с применением долговременной краткосрочной памяти LSTM. Характеристик прогнозирования были исследованы в зависимости от числа отправленных пакетов: 4 пакета/с, 6 пакетов/с, 8 пакетов/с, 10 пакетов/с, 12 пакетов/с и 14 пакетов/с. Было установлено, что при использовании 4 пакетов/с точность прогнозирования наилучшая среди всех рассмотренных вариантов, а модель, прогнозируемая с использованием 14 пакетов/с, имеет самую низкую точность прогнозирования. Точность прогнозирования оценивалась по значениям RMSE и MAPE.